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Abstract:  In the fields of artificial intelligence (AI) and 

natural language processing (NLP), sentiment analysis (SA) 

has become increasingly popular. Demand for automating 

user sentiment analysis of goods and services is rising. Videos, 

as opposed to just text, are becoming more and more common 

online for sharing opinions. This has made the use of various 

modalities in SA, known as Multimodal Sentiment Analysis 

(MSA), a significant field of study. MSA uses the most recent 

developments in deep learning and machine learning at 

several phases, such as sentiment polarity detection and 

multimodal feature extraction and fusion, with the goal of 

reducing error rates and enhancing performance. Multiple 

data sources, such as text, audio, and video, are used into 

MSA to improve sentiment classification accuracy. Using 

cutting-edge deep learning algorithms, this work integrates 

text, audio, and video characteristics to examine multimodal 

sentiment analysis. After outlining a framework for feature 

extraction, fusion, and data pre-processing, we assess the 

framework's performance against industry-standard 

benchmarks. 

Keyword: Sentiment analysis (SA), multimodal sentiment 
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I.INTRODUCTION 

Overview People are now more eager to express and 

share their thoughts online on both daily activities and 

global issues with the advent of Web 2.0. These activities 

have also benefited immensely from the development of 

social media, which has given us an open forum to express 
our opinions to people worldwide. Customers in the 

commercial and service sectors frequently use these web-

based electronic Word of Mouth (eWOM) comments to 

express their ideas. Affective analytics has thereby become 

a novel and fascinating field of study. Affective analytics 

includes sentiment analysis, commonly referred to as 

opinion mining, and emotion recognition. Public sentiment 

and opinions are extracted and examined via sentiment 

analysis. The goal of sentiment analysis is to ascertain the 

content's emotional tone. Conventional approaches depend 

on text-based analysis, but with the increasing popularity of 
podcasts and videos, combining text, audio, and video 

offers a more comprehensive understanding of sentiment. 

Textual data has historically been the focus of sentiment 

analysis.  

Despite its effectiveness, this method ignores the 

complexity of human communication, which also include 
visual signals like body language and facial emotions, as 

well as auditory cues like tone and pitch. These modalities 

offer supplementary data that can greatly improve 

sentiment analysis. The goal of this new area of study is to 

make it possible for intelligent computers to recognize, 

deduce, and understand human emotions. Computer 

science, psychology, social science, and cognitive science 

are all included in this multidisciplinary field. Despite 

being two separate fields, sentiment analysis and emotion 

detection are grouped together under the general heading of 

affective computing [1]. Since humans and emotion are 

inseparable, understanding emotion is essential to creating 
artificial intelligence (AI) that resembles humans. A 

person's natural language often reflects their mood. Due to 

its numerous uses in sentiment analysis, review-based 

systems, healthcare, and other domains, emotion detection 

has gained popularity in the field of natural language 

processing [3]. A team of researchers has examined the 

concept of identifying emotion in news headlines [4]. 

Several emotion lexicons [5] have been developed to 

address the problem of textual emotion recognition. 

Because it can mine opinions from a wealth of publicly 

available conversational data on sites like Facebook, 
YouTube, Twitter, and others, conversational or 

multimodal emotion identification is now gaining traction 

in NLP. Additionally, it can be used in a variety of other 

fields, including education (for counselling and 

understanding student frustration), healthcare (e.g., as a 

tool for mental health prediction), criminology (for 

deceptive detection), and many more. 

Problem Statement 

Conventional sentiment analysis techniques mostly rely 

on one modality, which frequently results in 

misunderstandings since contextual clues are missed. For 

example, without tone and facial expressions, sarcasm in 

text could not be apparent. The following issues plague 

current unimodal sentiment analysis approaches: 



 
International Journal of Recent Development in Engineering and Technology 

Website: www.ijrdet.com (ISSN 2347-6435(Online) Volume 14, Issue 02, February 2025) 

                                                                                                    2                        Crossref DOI: 10.54380/IJRDET0225_01 
 

• Limited interpretability of models when handling 

complex emotional expressions;  

• Poor generalization in real-world scenarios with noisy 

and unstructured data;  

• Ambiguity in text-based sentiment analysis due to 

lack of vocal and facial cues. 

The impact of different deep learning-based multimodal 

sentiment analysis algorithms on classification accuracy is 

examined in this research in order to address these issues. 

II.LITERATURE REVIEW 

Individual modalities have been used in a number of 

research to investigate sentiment analysis. However, by 

utilizing complementing data from speech, text, and facial 

expressions, multimodal techniques have demonstrated 

enhanced performance. MSA has greatly benefited from 

deep learning research, especially with transformer-based 

models and convolutional neural networks (CNNs). 

• Zadeh et al. (2017) suggested the Tensor Fusion 

Network (TFN) model, which better predicts sentiment 

by integrating several modalities using tensor 

representations. 

• Poria et al. (2017)created a long short-term memory 

(LSTM) network-based context-dependent sentiment 

analysis method that integrates text, audio, and video 

information. 

• Morency et al. (2011) presented a groundbreaking 

study on multimodal sentiment analysis that combined 

visual and textual signals to mine opinions. 

• Baltrusaitis et al. (2018) offered a thorough analysis 

of multimodal machine learning   methods, outlining 

different feature fusion approaches 

• Chen et al. (2017) used hierarchical feature extraction 

in deep neural networks for sentiment analysis of 

audio, text, and image data. 

• Mittal et al. (2020) proposed the M3ER model, which 

combines complimentary inputs to recognize emotions 

in a multiplicative multimodal manner. 

•  Yang et al. (2020) In order for sentiment analysis to 

efficiently learn from many modalities according to 

their significance, a dynamic fusion technique was 

devised. 

• Mai et al. (2019)We investigated hierarchical feature 

fusion methods to improve    sentiment classification 

by combining several multimodal features. 

• Pham et al. (2019In order to create strong joint 

representations across several modalities, a translation-

based learning method was devised. 

• Tsai et al. (2019suggested multimodal routing to 

dynamically align textual, audio, and video 

information for emotion recognition through attention-

based processes. 

• Sikka et al. (2013)It used multiple kernel learning to 

identify emotions, showing enhanced multimodal cue 

categorization performance. 

• Rahman et al. (2019) Used a fusion-based deep 

learning technique to improve sentiment categorization 

by combining vocal prosody and facial expressions. 

• Albanie et al. (2018)It shown how transfer learning 

works well for speech-based sentiment analysis's 

emotion recognition. 

• Li et al. (2020)We introduced a self-supervised 

learning method to improve multimodal sentiment 

analysis performance using unlabelled data. 

• Wang et al. (2019)To better identify emotions and 

explain intermodal dependency, multimodal graph 

representations were developed. 

III.MULTIMODAL SENTIMENT ANALYSIS FRAMEWORK & 

METHODOLOGIES 

 
Figure 1 shows the overall pipeline of multimodal sentiment analysis, 

showing the integration of text, audio, and visual modalities. 

1. Input modalities 

• Text (𝑇): Extracted from social media posts, 

transcripts, or written reviews. 

• Speech (Audio) (𝐴): Captured from voice recordings, 

including tone and pitch analysis. 
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• Facial Expressions (Video) (𝑉): Extracted features 

from facial movements and expressions. 

Each modality provides a feature set: 

𝑋 = {𝑋𝑇 , 𝑋𝐴, 𝑋𝑉} 

where 𝑋𝑇 , 𝑋𝐴, and 𝑋𝑉  are feature representations of text, 

audio, and video, respectively. 

 

2. Feature extraction: 

(2.a) Text Features (𝑋𝑇) 

• Word Embedding (BERT, Word2Vec, TF-IDF): 

o Word2Vec: 𝐰 = 𝑓(𝑊), where 𝑊 is the 

vocabulary. 

o TF-IDF: 

𝑇𝐹𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑘,𝑗𝑘

, 𝐼𝐷𝐹𝑖 = log (
𝑁

𝑑𝑓𝑖
) 

𝑇𝐹-𝐼𝐷𝐹𝑖,𝑗 = 𝑇𝐹𝑖,𝑗 ⋅ 𝐼𝐷𝐹𝑖 

(2.b) Audio Features (𝑋𝐴) 

• Mel-Frequency Cepstral Coefficients (MFCCs): 

𝐶𝑛 = ∑ 𝑆𝑚

𝑀

𝑚=1

cos [𝑛(𝑚 − 0.5)
𝜋

𝑀
] 

  where 𝐶𝑛 is the 𝑛𝑡ℎ MFCC coefficient, and 𝑆𝑚 

represents spectral energies. 

• Spectrograms: 

𝑆(𝑓, 𝑡) =∣ ℱ(𝑥(𝑡)) ∣2 

  where ℱ is the Fourier Transform. 

(2.c) Video Features (𝑋𝑉) 

• Facial Action Units (AUs): Represented by a vector 

𝐴𝑈 = [𝐴𝑈1, 𝐴𝑈2, . . . , 𝐴𝑈𝑛]. 

• CNN-based Feature Extraction: 

𝐹(𝑉) = 𝜎(𝑊 ∗ 𝑉 + 𝑏) 

  where 𝑊 are convolutional weights, 𝑏 is the bias, 

and 𝜎 is an activation function. 

3. Fusion mechanism 

(3.a) Early Fusion 

Combines features before feeding them into a model: 

𝑋𝑓𝑢𝑠𝑖𝑜𝑛 = 𝑓([𝑋𝑇 , 𝑋𝐴, 𝑋𝑉]) 

where 𝑓 represents a concatenation function. 

 

 

 

(3.b) Late Fusion 

Combines predictions from different modalities: 

𝑌 = 𝛼𝑌𝑇 + 𝛽𝑌𝐴 + 𝛾𝑌𝑉 

where 𝛼, 𝛽, 𝛾 are weights assigned to each modality’s 

decision. 

(3.c) Hybrid Fusion (Tensor Fusion Network) 

𝑋𝑓𝑢𝑠𝑖𝑜𝑛 = 𝑋𝑇 ⊗𝑋𝐴 ⊗𝑋𝑉 

where ⊗ is the outer product operation, capturing 

interactions between modalities. 

IV.SENTIMENT CLASSIFICATION 

• Using LSTMs, CNNs, or Transformers: 

o LSTM: 

ℎ𝑡 = 𝜎(𝑊ℎℎ𝑡−1 +𝑊𝑥𝑥𝑡 + 𝑏) 

o Attention Mechanism: 

𝛼𝑡 =
exp(𝑒𝑡)

∑ exp𝑘 (𝑒𝑘)
, 𝑒𝑡 = 𝑣𝑇tanh(𝑊ℎ𝑡 + 𝑏) 

o Transformer Encoder: 

𝑍 = softmax(
𝑄𝐾𝑇

√𝑑𝑘
)𝑉 

  where 𝑄,𝐾, 𝑉 are query, key, and value matrices. 

• Output: 

𝑌 = argmax(softmax(𝑊𝑜ℎ𝑡 + 𝑏)) 

  where 𝑌 represents the sentiment class (Positive, 

Neutral, or Negative). 

V.EXAMPLE & DATASET USED. 

Datasets Used: 

We evaluate our model on CMU-MOSEI and MELD 

datasets. 
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Hyper parameters: 

 
Example: 

Results & Accuracy Comparison: 

 

VI.CONCLUSION 

Multimodal sentiment analysis enhances sentiment 

classification by integrating text, audio, and video features.  

While current methods show promising results, 

challenges such as data alignment and computational costs 

remain. Advances in deep learning and multimodal fusion 
techniques will continue to drive progress in this field. 
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